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Abstract
A problem in learning latent class models is that local-maximum parameters are often found. The standard solution of having many random starting parameterisations for iterative numerical methods is often too expensive computationally. The approach of reusing parameters from a previously learned model often obtains better than random starting parameterisations. However, we have found that it becomes inferior to the standard approach when the number of parameterisations becomes high. We propose an approach that combines the parameter-reusing technique with random perturbations of parameters. In the experiments with real data, our new approach outperforms the standard and parameter-reusing approaches at any time for models containing many classes.
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1 Introduction

Latent class analysis is a method for finding classes of similar instances from multivariate categorical data. The data is assumed to be generated by a latent class (LC) model. The standard approach for determining parameters of an LC model is to use iterative numerical methods that start from random parameterisations. However, it often finds only local-maximum solutions or is too expensive computationally. In our earlier work (Karčiauskas, 2005, 2007), we have addressed this problem by proposing the parameter-reusing approach where parameters from a previously learned model are used for determining parameters of a next model. In the current work, we discover the problem that the parameter-reusing approach, when given more time, is often unable to find better solutions. To be able to do this, it needs to explore more different parameterisations. So, we introduce an approach where parameter reusing is combined with random perturbations of model parameters. We test our new approach on real data and analyse the results.

2 Notation and Definitions

In this section we give the notation and definitions that will be used in this paper.
A categorical variable is denoted by an upper-case letter (e.g., \(D_i\)), a state of a variable by a lower-case letter (e.g., \(d_i\)). A vector of states for a set of variables is denoted by a bold lower-case letter (e.g., \(\mathbf{d}\)). Data (or data set) over variables \(D_1, \ldots, D_k\) is \(\mathbf{D} = (\langle d_1, n_1 \rangle, \ldots, \langle d_N, n_N \rangle)\), where each instance \(d_j\) is a \(k\)-dimensional vector, instance weight \(n_j \geq 0\) is a real number, and \(d_j \neq d_{j'}\) for \(j \neq j'\). The size of data \(\mathbf{D}\) is \(|\mathbf{D}| = \sum_{j=1}^{N} n_j\). The number of states of a variable \(X\) is denoted by \(|X|\). \(P\) denotes a probability distribution when it has variables as arguments, and a single probability otherwise.

A model is denoted by an upper-case letter (e.g., \(M\)) and is used for representing a joint probability distribution \(P_M(D_1, \ldots, D_k)\). Model \(M\) is specified by its structure \(\mathbf{m}\) and parameters \(\theta\). That is, \(M = (\mathbf{m}, \theta)\). The likelihood of data \(\mathbf{D}\) given model \(M\) is \(P(\mathbf{D}|M) = \prod_{j=1}^{N} P_M(d_j)^{n_j}\), where \(P_M(\mathbf{d})\) is the probability of \(\mathbf{d}\) given \(M\). The log-likelihood of \(\mathbf{D}\) given \(M\) is denoted as \(LL(\mathbf{D}|M) = \sum_{j=1}^{N} n_j \ln P_M(d_j)\). For fixed \(\mathbf{D}\) and \(\mathbf{m}\), the maximum-likelihood parameters are \(\theta_{ML} = \arg \max_{\theta} P(\mathbf{D}|\theta, \mathbf{m})\). The dimension of a model \(M\) (i.e., the number of independent parameters) is denoted by \(\text{dim}(M)\). A variable from \(M\) that is never observed in \(\mathbf{D}\) is called a hidden variable. Otherwise, it is called an observed variable.

\(M\) is a mixture of \(m\) models if \(P_M(\mathbf{d}) = \sum_{l=1}^{m} P_M(h_l) P_M(\mathbf{d}|h_l)\), where \(P_M(h_l)\) is the weight of the \(l\)th model, \(P_M(\mathbf{d}|h_l)\) depends only on the parameters of the \(l\)th model, and \(\sum_{l=1}^{m} P_M(h_l) = 1\). So, a mixture can be seen as a model containing hidden variable \(H\) with states \(h_1, \ldots, h_m\), where each state corresponds to one of \(m\) models. For a mixture, we will also use the term component to indicate one of \(m\) models (i.e., one of states \(h_1, \ldots, h_m\)).

\(D_l\) denotes the part of \(\mathbf{D}\) that probabilistically belongs to component \(h_l\) in a mixture model. Formally, \(\mathbf{D}_l = (\langle d_1, n_{l1} \rangle, \ldots, \langle d_N, n_{lN} \rangle)\), where \(n_{lj} = n_j P_M(h_l|d_j)\) (so, \(\sum_{l=1}^{m} n_{lj} = n_j, \forall j = 1, \ldots, N\)). Here \(P_M(h_l|d_j) = \frac{P_M(h_l)P_M(d_j|h_l)}{P_M(d_j)}\).

### 3 Latent Class Models

In this section we overview latent class models and methods for learning them.

In latent class analysis (Lazarsfeld and Henry, 1968), data \(\mathbf{D}\) is assumed to be generated by a latent class (LC) model, depicted in Figure 1. An LC model consists of a hidden class variable \((H)\) and observed manifest variables.
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(D_1, \ldots, D_k). Manifest variables are assumed to be conditionally independent given the class variable. Seeing an LC model as a mixture model, each state of the class variable corresponds to a different component (class) and a sub-model for each component consists of variables D_1, \ldots, D_k with no edges. An LC model is also known as a naive Bayes model with a hidden class variable. The parameters of an LC model L consist of a marginal probability distribution P_L(H) and conditional probability distributions P_L(D_i|H), i = 1, \ldots, k. If the states of H are h_1, \ldots, h_m, then the probability of d = (d_1, \ldots, d_k) given L is \( P_L(d) = \sum_{l=1}^{m} P_L(h_l) P_L(d|h_l) = \sum_{l=1}^{m} P_L(h_l) \prod_{i=1}^{k} P_L(D_i = d_i|h_l). \) An LC model gives a “soft” classification of d. That is, d belongs to each class h_l with a probability P_L(h_l|d) = P_L(h_l) P_L(d|h_l) / P_L(d).

The goal in latent class analysis is for given data D to determine the optimal number of components |H| and model parameters. This is normally done by estimating the maximum-likelihood parameters for different |H| and then selecting |H| that gives the best model according to some criterion. For a fixed |H|, the parameters are usually estimated by using iterative numerical methods. Among these, a popular choice is the EM algorithm. Dempster et al. (1977) have shown that the EM algorithm converges to a local maximum in terms of the likelihood as a function of model parameters, or equivalently, in terms of the log-likelihood LL(D|M). Since LC models often have many local maxima, the simple EM algorithm often finds local- rather than global-maximum parameters. The standard way of dealing with this problem is to run the simple EM many times from random starting points (i.e., starting parameterisations). The more starting points are used, the closer to the global maximum the best final parameters should be. However, often a high number of starting points is required, thus making the algorithm computationally very expensive. A more feasible computationally is the multiple-restart EM algorithm (Chickering and Heckerman, 1997), where many different random starting points are used, but repeatedly, after a specified number of EM iterations, only parameterisations giving the highest likelihood are retained. Even though this algorithm is faster, often it still requires much time and it may discard the potentially best parameterisation on a way.

After estimating parameters for different |H|, the optimal |H| can be selected by the \( G^2 \) criterion or by a scoring function such as Laplace, BIC, Cheeseman-Stutz scores.

4 Parameter-Reusing Approach

In this section we give an overview of our previous work on the parameter-reusing approach for learning LC models.

As discussed above, the standard approach for learning LC models often becomes computationally expensive. In Karčiauskas 2005, 2007 we address this problem by proposing the parameter-reusing approach that tries to learn better models in the same time (or the same models in less time). When estimating parameters of a model with m + 1 components, already estimated parameters of a model with m components are used. Starting points for EM are no longer completely random but are obtained by splitting a component in an m-component model.
Definition 1 We say that model $L^*$ is obtained from model $L$ by splitting a component $h_s$ if $L^*$ instead of $h_s$ contains components $h_1^*$ and $h_2^*$ that are both similar to $h_s$, and all the other components are identical in both models. Formally, if $L$ contains components $h_1, \ldots, h_m$, then $L^*$ contains components $h_1, \ldots, h_{s-1}, h_1^*, h_2^*, h_{s+1}, \ldots, h_m$ and the following is true:

- $P_{L^*}(h_1) = P_L(h_1)$, $P_{L^*}(D_i|h_1) = P_L(D_i|h_1)$, $l = 1, \ldots, m$, $l \neq s$, $i = 1, \ldots, k$,
- $P_{L^*}(h_1^*) = P_{L^*}(h_2^*) = \frac{1}{2} P_L(h_s)$,
- $||P_{L^*}(D_i|h_1^*) - P_L(D_i|h_s)|| < \epsilon$, $||P_{L^*}(D_i|h_2^*) - P_L(D_i|h_s)|| < \epsilon$, $i = 1, \ldots, k$, where $|| \cdot ||$ is an $L^2$-norm of a vector and $\epsilon \in \mathbb{R}$ is chosen in advance and is close to 0.

In our implementation of component splitting, $P_{L^*}(D_i|h_1^*)$ and $P_{L^*}(D_i|h_2^*)$ are initialised by making small random perturbations in $P_L(D_i|h_s)$. More precisely, $h_s$ is split randomly by making $P_{L^*}(D_i|h_1^*) = P_L(D_i|h_s) - \frac{1}{2} R$ and $P_{L^*}(D_i|h_2^*) = P_L(D_i|h_s) + \frac{1}{2} R$, where each element of vector $R_i$ is a random number from $[-p; p]$ and $p \in \mathbb{R}$ is a small positive parameter.

Below we give an algorithm based on component splitting for learning LC models. The algorithm takes the training data $D$, the number of starting points $N_0$, and the scoring function $score$ as an input. Function $score$ takes an LC model and a data set as arguments. Since the data set argument in our case is always $D$, for the sake of simplicity we will always indicate only the first argument of $score$. The algorithm returns an LC model $L$ that describes data $D$. In step 1 the algorithm creates the one-component model, for which the maximum-likelihood parameters are computed deterministically from $D$. Then in steps 2-13 the algorithm repeatedly increases the number of components until the model score no longer improves.

Algorithm $splitN(D, N_0, score)$

1: Let $L$ be the one-component LC model for $D$.
2: repeat
3: for each component $h_s$ of $L$ do
4: Produce set $L_0$ of two-component models by performing $N_0$ random independent splits of $h_s$ and for each split producing a model that contains only new components $h_1^*$ and $h_2^*$ from $L^*$ (see Definition 1).
5: Obtain model $L_0$ by running the multiple-restart EM with $L_0$ as starting points and with data $D$.
6: Obtain model $L_s$ from $L$ by substituting $h_s$ with the two components from $L_0$.
7: end for
8: $L' \leftarrow \arg \max_{L_s} score(L_s)$.
9: Optimise the parameters of $L'$ by running the simple EM with data $D$.
10: if $score(L') > score(L)$ then
11: $L \leftarrow L'$.
12: end if
13: until $L \neq L'$.
14: return $L$. 
Parameter $N_0$ regulates the trade-off between the model quality and the speed. Increasing $N_0$ increases the number of starting points for EM, thus increasing the chances of finding higher-scoring models, but it also increases the computation time.

Algorithm $splitN$ uses component splitting exactly in the same way as our algorithm from Karčiauskas 2005. There, we have compared experimentally the parameter-reusing and the standard approaches for learning LC models. In the standard approach, model parameters have been estimated by running the EM algorithm from random starting points. The number of starting points has been fixed in both approaches. In these experiments, the parameter-reusing approach was often better than the standard one, especially when $|H|$ was high.

5 Parameter-Reusing-and-Perturbing Approach

In this section we report a problem with the parameter-reusing approach and describe a solution based on the idea of parameter perturbing.

The number of random splits $N_0$ has been fixed in our experiments in the previous work because of computation time. However, a better experimental comparison could be obtained if the algorithms were run more than once, each time with a different number of starting points for EM. To be able to perform such experiments, we have re-implemented the algorithms in C++. In these experiments, algorithm $splitN$ is compared to an algorithm based on the standard approach, which we give below. The structure of this algorithm is similar that of $splitN$, with the difference that starting points for EM are completely random (step 3) and in each iteration there is only one run of the multiple-restart EM (step 4).

\begin{algorithm}
\begin{algorithmic}[1]
\State Let $L$ be the one-component LC model for $D$.
\Repeat
\State Produce set $L_0$ of $N_0$ randomly parameterised models having one component more than $L$.
\State Obtain model $L'$ by running the multiple-restart EM with $L_0$ as starting points and with data $D$.
\State \textbf{if} $\text{score}(L') > \text{score}(L)$ \textbf{then}
\State \hspace{1em} $L \leftarrow L'$.
\State \textbf{end if}
\Until $L \neq L'$.
\State \Return $L$.
\end{algorithmic}
\end{algorithm}

The setup of experiments is the following. Function $\text{score}$ is the BIC score (Schwarz, 1978), defined as $BIC(M) = LL(D|M) - \frac{\text{dim}(M)}{2} \ln |D|$. The EM algorithm searches for the maximum-likelihood parameters. In the multiple-restart EM, half of the models giving the highest log-likelihood are retained after 1, 3, 7, 15, \ldots iterations of EM, until only one best model is left. The EM algorithm is run until either the difference between successive values of log-likelihood is less than 0.001 or 1000 iterations are reached. Parameter $p$ from Section 4 is 0.001.
The results of our initial tests have been surprising: even though for low values of \( N_0 \) algorithm \textit{splitN} in most cases found higher-scoring models than \textit{standardN} at the same time, increasing \( N_0 \) for \textit{splitN} did not generally lead to higher-scoring models while for \textit{standardN} it did. In the end, for high values of \( N_0 \), \textit{standardN} unexpectedly performed better than \textit{splitN}. So, it seems that the component-splitting operation, as it has been implemented, is not powerful enough.

Since for high number of starting points, where the highest-scoring models are expected to be found, the parameter-reusing approach performed worse than the standard approach, one may wonder if the parameter-reusing approach is worth any more attention. We think that the idea of using information about previous best parameterisations is still practical, because this may allow to start the EM algorithm from the parameterisations that are near the optimal one rather than from completely random parameterisations. The fact that increasing the number of initial parameterisations for \textit{splitN} does not give the desired effects indicates that our implementation of component splitting concentrates too much on similar guesses of near-optimal parameterisations. Increasing the number of initial parameterisations only increases the number of these similar guesses, without even trying more different ones. So, we believe that algorithm \textit{splitN} could be improved by introducing more random guesses of near-optimal parameterisations. If these guesses were completely random, we would have the standard approach, and the idea of parameter reusing would be lost. So, we propose to perturb randomly the parameterisations obtained after component splitting. This way, we still reuse the parameters from previous models, while at the same time giving the algorithm freedom to move to more different parameterisations.

Below we give an algorithm that implements this idea of parameter perturbing. The structure of this algorithm is similar to that of \textit{splitN}. In step 10 the parameters are perturbed by changing randomly each marginal and conditional probability in a model. More precisely, model \( L^*_{s} \) with perturbed parameters of model \( L_{s} \) is obtained by creating a completely randomly parameterised model \( L^{+} \) that has the same structure as models \( L_{s} \) and \( L^*_{s} \), and setting each marginal and conditional probability \( p^* \) in model \( L^*_{s} \) to \( p^* = p + c (p^{+} - p) \), where \( p \) is a corresponding probability in \( L_{s} \), \( p^{+} \) – a corresponding probability in \( L^{+} \), and \( c \in [0, 1] \) – a constant specifying the strength of perturbation. In our implementation, \( c = \frac{1}{10} \).

In our initial tests we have found that running the algorithm many times with \( N_0 = 1 \) instead of running it once with a high value of \( N_0 \) allows to explore more guesses of near-optimal parameterisations. That is why in the final experiments \( N_0 \) will be 1.

6 Experiments

In this section we present the experiments where we compare different approaches for learning LC models.

The algorithms that are tested in the experiments take training data \( D \) as an input and try to find an LC model that is the best according to function \textit{score}. The first algorithm, named \textit{standard}, implements the standard approach for
Algorithm \textit{splitPerturbN}(D, N_0, score)

1: Let $L$ be the one-component LC model for D.
2: $N^* \leftarrow \max\{[\frac{N_0}{10}], 1\}$.
3: \textbf{repeat}
4: \hspace{1em} $\mathcal{L}^* \leftarrow \emptyset$.
5: \hspace{1em} \textbf{for each component} $h_s$ of $L$ do
6: \hspace{2em} Produce set $\mathcal{L}_0$ of two-component models by performing $N_0$ random independent splits of $h_s$ and for each split producing a model that contains only new components $h_1$ and $h_2$ from $L^*$ (see Definition 1).
7: \hspace{2em} Obtain model $L_0$ by optimising the parameters of each model in $\mathcal{L}_0$ with the simple EM with data $D$, and then selecting the model with the highest likelihood.
8: \hspace{2em} Obtain model $L_s$ from $L$ by substituting $h_s$ with the two components from $L_0$.
9: \hspace{2em} Optimise the parameters of $L_s$ by running the simple EM with data $D$.
10: \hspace{2em} Produce set $\mathcal{L}_1$ of $N^*$ models by performing $N^*$ random independent perturbations of the parameters of $L_s$.
11: \hspace{2em} $\mathcal{L}^* \leftarrow \mathcal{L}^* \cup \mathcal{L}_1$.
12: \textbf{end for}
13: Optimise the parameters of each model in $\mathcal{L}^*$ by running the simple EM with data $D$.
14: $L' \leftarrow \arg \max_{L'' \in \{L_s\} \cup \mathcal{L}^*} \text{score}(L'')$.
15: \textbf{if} $\text{score}(L') > \text{score}(L)$ \textbf{then}
16: \hspace{1em} $L \leftarrow L'$.
17: \textbf{end if}
18: \textbf{until} $L \neq L'$.
19: \textbf{return} $L$.

learning LC models. Its pseudocode is given below. The algorithm repeatedly calls \textit{standardN}, each time increasing the number of starting points $N_0$. The algorithm stops when the running time $t$ is exceeded. Function \textit{current\_time} always returns the current time.

The second algorithm, named \textit{split}, implements the component-splitting approach from Karčiauskas 2005. Its pseudocode is the same as that of \textit{standard}, except that \textit{splitN} is called instead of \textit{standardN}.

The third algorithm, named \textit{splitPerturb}, implements the parameter-reusing-and-perturbing approach. Its pseudocode is the same as that of \textit{standard}, except that \textit{splitPerturbN} is called instead of \textit{standardN} and the value of $N_0$ is always 1.

Since in the standard approach the parameters of each model are estimated from scratch, there may be more efficient ways of determining final $|H|$ than starting from $|H| = 1$ and repeatedly incrementing it. That is why we also compare the parameter-reusing-and-perturbing with the standard approach when the latter has an unfair advantage of knowing the number of components from the start. The algorithm named \textit{standardFixed} uses standard starting points for EM and estimates model parameters when the number of components is fixed. Besides the usual in-
Algorithm $\text{standard}(\mathbf{D}, \text{score}, t)$

1. $t_{\text{start}} \leftarrow \text{current\_time}$.
2. Assume that $\text{score}(L)$ is $-\infty$.
3. $N_0 \leftarrow 1$.
4. repeat
5. $L' \leftarrow \text{standardN}(\mathbf{D}, N_0, \text{score})$.
6. if $\text{score}(L') > \text{score}(L)$ and $\text{current\_time} - t_{\text{start}} \leq t$ then
7. $L \leftarrow L'$.
8. end if
9. $N_0 \leftarrow 2N_0$.
10. until $\text{current\_time} - t_{\text{start}} > t$.
11. return $L$.

put, it also takes the number of components $m$ as an input. Its pseudocode is the same as that of $\text{standard}$, except that in step 5 the algorithm produces set $\mathcal{M}$ of $N_0$ randomly parameterised LC models having $m$ components and manifest variables from $\mathbf{D}$ and then obtains model $L'$ by running the multiple-restart EM with $\mathcal{M}$ as starting points and with data $\mathbf{D}$. In the experiments, parameter $m$ is equal to the number of components in the highest-scoring model found by $\text{splitPerturb}$ for a given $\mathbf{D}$.

For training data, we selected 20 data sets from the UCI Machine Learning Repository (Asuncion and Newman, 2007). For each data set, each of the reported algorithms is run once for the same time $t$, which depends on how fast the algorithms learn a model for a given data set. The setup of $\text{score}$ and of the EM algorithm is the same as described in Section 5. The experiments are run on Intel® Pentium® M 740 1.73 GHz processor. The results of the experiments are summarised in Table 1. For each algorithm we display the score (to one decimal point) and the number of components $|H|$ of a final model found for a given data set. A score displayed in bold indicates that for a given data set the highest-scoring model has been found by a given algorithm. To make further discussion easier, above the middle line we have placed data sets for which $|H|$ of a final model is higher than 17, and below it – the remaining data sets.

As seen from Table 1, the highest-scoring model has been found only by $\text{splitPerturb}$ when $|H|$ was higher than 17. When examining how the score of model $L$ has been changing during time for each algorithm on each data set (here we do not include such graphs because of a limited space), it turned out for Adult, Letter, 1

\[1\] Class information and identifier variable, if present, were discarded. Continuous variables were converted into binary ones by performing the equal-frequency binning. When separate training and test data were available, they were joined into a single training data. Instances containing missing data were not included.

Pen, Satimage, Shuttle, and Spambase data sets a model found by \( \text{splitPerturb} \) at any time had a higher score than models found by the other algorithms. This result, that for \(|H| > 17\), \( \text{splitPerturb} \) outperforms even \( \text{standardFixed} \) at any time seems very strong to us. For the remaining data sets, \( \text{splitPerturb} \) has found the same or lower-scoring models than the standard algorithms. Generally, it seems that the chances of \( \text{splitPerturb} \) outperforming the standard algorithms increase as \(|H|\) increases. We think that this is because the problem of local maxima becomes more serious as \(|H|\) increases. According to Uebersax (2000), the main factor contributing to local-maximum solutions seems to be the number of components.

7 Summary and Future Work

Our idea of trying to escape local maximum by perturbing parameters has some similarities to the idea of simulated annealing (Kirkpatrick et al., 1983). Other approaches to avoid local maximum include deterministic annealing (Ueda and Nakano, 1998), taking random subsamples (Fayyad et al., 1998), perturbing training data (Elidan et al., 2002).

Concerning theoretical properties, the parameter-reusing-and-perturbing algorithm is not guaranteed to find the global-maximum parameters even for a sufficiently high number of starting points. A way to obtain such a guarantee is to
make the value of $c$ from Section 5 gradually increase and finally become 1. Since for $c = 1$ the new parameterisation is completely random, the global-maximum parameters are guaranteed to be found after a sufficiently high number of tries. In this modification, the algorithm would be conservative in the beginning by concentrating on component splitting and would gradually put more emphasis on parameter perturbing. Another research direction could be extending our algorithm to learning Bayesian networks with hidden variables.

Our new approach, which for large models surpassed the best standard approach, gives no theoretical guarantees, but is an example of how the performance of an algorithm can be substantially improved by making it more stochastic.
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