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Abstract
We describe a technique that maps unranked trees to their hash codes using a bottom-up deterministic tree automaton (DTA). In contrast to techniques implemented with minimal tree automata, our procedure builds a pseudo-minimal DTA. Pseudo-minimal automata are larger than the minimal ones but in turn the mapping can be arbitrary, so it can be determined prior to the automaton construction. We also provide procedures to build incrementally the pseudo-minimal DTA and the associated hash codes.
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1 Introduction
In many applications, there is a need to associate every piece of data with an integer which is later used as an identifier to access data-related information stored in some other structures. This number or hash code is computed from a part of the data (often called key) that holds enough information to identify the whole piece. As hashing (Czech \textit{et al.}, 1997) transforms the key into an integer in a limited range, the domain of the key is usually orders of magnitude larger and different keys may occasionally be mapped to the same hash code. Such situation is called a conflict or collision. However, for some static sets of keys (Russell, 1993), there exist collision free hashing schemes. A function that implements such conflict-free mapping is called a perfect hash function. If, additionally, the function maps \( n \) keys into a consecutive range of \( n \) integers (e.g. from 0 to \( n - 1 \)), it is called a minimal perfect hash function.

In particular, if keys are strings, acyclic deterministic finite-state automata (or acyclic DFA for short) can be used to implement minimal perfect hashing (Lucchiesi and Kowaltowski, 1993; Revuz, 1991). Using minimal DFA for this purpose provides both a very compact representation for the keys, and a very fast access to the data; however, hash codes cannot be modified arbitrarily.

In contrast, pseudo-minimal automata — first introduced by Dominique Revuz (Revuz, 1991) as a side-effect of a failed attempt at incremental construction of
minimal acyclic DFAs— can implement an arbitrary mapping from keys to integers (not limited, for instance, to that implied by lexicographical order of keys). This potential was discovered by Denis Maurel (Maurel, 2000) and has been applied to dynamic perfect hashing (Daciuk et al., 2005), where new keys may be continually added (and old ones deleted) but the original mapping must be preserved, i.e., renumbering of keys is not allowed.

Trees are ubiquitous in computer science theory and applications. For instance, they are often used in the implementations of indexes in databases; they appear when structured information (as that contained in XML documents and in configuration files) is processed; and tree structures are also obtained as the result of parsing code. In natural language processing, trees are used to store annotated corpora and to represent syntactic constraints or connectivity of words in grammars such as XTAG (Doran et al., 1994).

Tree automata recognize tree languages and deterministic tree automata (DTA) can process trees without the need for backtracking. In contrast to top-down (also called root-to-frontier) deterministic tree automata, bottom-up (also called frontier-to-root) deterministic tree automata can recognize all finite languages (Comon et al., 2002) and, thus, they are more suitable for the implementation of perfect hashing on trees.

In this paper we show how pseudo-minimal DTA can be used to map trees to hash codes. In section 2 previous work on pseudo-minimal DFAs is recalled. Pseudo-minimal DTA are introduced in section 3 and a the procedure to build them incrementally is described in section 4. Section 5 shows how proper transitions can be identified in a pseudo-minimal DTA and how they can be used to assign a unique hash code for every tree in the language. Finally, conclusions are presented.

2 Preliminaries: pseudo-minimal DFA

As customary, a deterministic finite-state automaton (or DFA for short) is defined as \( A = (Q, \Sigma, q_0, \delta, F) \) and consists of a finite set of states \( Q \), a finite set of symbols \( \Sigma \) (called the alphabet), a start state \( q_0 \in Q \) (also called the initial state), a transition function \( \delta : Q \times \Sigma \mapsto Q \), and a set of final states \( F \subseteq Q \) (also called accepting states).

For every state \( q \in Q \) in a DFA, its right language is defined as

\[
\overrightarrow{L}(q) = \{ w \in \Sigma^* : \delta(q, w) \in F \}
\]  

while its left language is

\[
\overleftarrow{L}(q) = \{ w \in \Sigma^* : \delta(q_0, w) = q \}
\]  

The state \( q \in Q \) is useless if either \( \overrightarrow{L}(q) \) or \( \overleftarrow{L}(q) \) are empty.

A DFA \( A = (Q, \Sigma, q_0, \delta, F) \) is proper iff \( Q \) contains no useless states and for all \( q \in Q \):

\[
\left| \overrightarrow{L}(q) \right| > 1 \Rightarrow \left| \overleftarrow{L}(q) \right| = 1
\]
that is, if the right language of state \( q \) contains more than one string, then its left language contains a single string (and vice-versa). Clearly, a proper DFA must be acyclic.

A proper DFA \( A \) has the useful property that every string \( w \) accepted by \( A \) can be associated with a proper element for \( w \). A proper element for \( w \) is a state or transition whose removal from \( F \) or \( \delta \) respectively has a single effect on \( L(A) \): \( w \) is removed from the language accepted by \( A \). If an end-of-string marker is appended to every string then the proper DFA accepting that language is modified so that it has a single final state with all its incoming transitions labeled with the end-of-string marker, every \( w \in L(A) \) has a proper transition and that transition can be used to store string-related information, e.g. an arbitrary number to implement perfect hashing.

A proper DFA \( A \) is pseudo-minimal if it is smaller than any other proper DFA equivalent to \( A \), that is, all proper automata \( B \) accepting \( L(B) = L(A) \) satisfy \( |B| > |A| \). A pseudo-minimal automaton is unique (up to isomorphisms).

The pseudo-minimal DFA equivalent to the proper DFA \( A \) can be easily obtained by merging states in the same class of a refinement of the partition computed by the standard minimization algorithms (Hopcroft and Ullman, 1979). In this refinement, the classes \([q]\) containing states with identical right languages are split as follows:

- class \([q]\) is refined into \(|[q]|\) classes, each one containing a single state, if \( |\overrightarrow{L}(q)| > 1 \);
- class \([q]\) remains intact otherwise.

Recall that all states in \([q]\) have identical right languages and merging states just modifies their left languages.

### 3 Pseudo-minimal DTA

In contrast to finite-state automata, which accept strings, tree automata accept trees. For a given alphabet \( \Sigma \), the language of unranked ordered trees \( T_\Sigma \) is defined as follows:

1. Each symbol \( \sigma \in \Sigma \) is a tree in \( T_\Sigma \).
2. Every \( t = \sigma(t_1, \ldots, t_m) \), such that \( \sigma \in \Sigma \), \( m > 0 \) and \( t_1, \ldots, t_m \) are in \( T_\Sigma \), is also a tree in \( T_\Sigma \).

Any subset of \( T_\Sigma \) is called a tree language. In particular, the language of subtrees \( \text{sub}(t) \) of a given tree \( t \in T_\Sigma \) is defined as:

\[
\text{sub}(t) = \begin{cases} 
\{\sigma\} & \text{if } t = \sigma \in \Sigma \\
\{t\} \cup \bigcup_{k=1}^{m} \text{sub}(t_k) & \text{if } t = \sigma(t_1 \cdots t_m) \in T_\Sigma - \Sigma 
\end{cases}
\]

Every subtree of the first type (i.e., a symbol in \( \Sigma \)) is called a leaf of \( t \).

A finite-state tree automaton (Comon et al., 2002) is defined as \( A = (Q, \Sigma, \Delta, F) \), where \( Q \) is a finite set of states, \( \Sigma \) is a finite set of symbols called the alphabet, \( \Delta \subseteq \bigcup_{i=0}^{m} \Sigma \times Q^{m+1} \) is a finite set of transitions, and \( F \subseteq Q \) is a set of final
states. This definition differs from that of automata operating on strings in two remarkable aspects: 1) there is no start state, and 2) a transition is a relation between an alphabet symbol and an arbitrary number of states (not necessarily two). A finite-state tree automaton is bottom-up deterministic (and, in the following, will be simply denoted as DTA) iff for each \((\sigma, q_1, \ldots, q_m) \in \Sigma \times Q^m\), there is at most one \(q \in Q\) such that \((\sigma, q_1, \ldots, q_m, q) \in \Delta\). For every DTA, one can define a collection of transition functions \(\delta_m : \Sigma \times Q^m \rightarrow Q\) as follows:

\[
\delta_m(\sigma, q_1, \ldots, q_m) = \begin{cases} 
q & \text{if } q \in Q \text{ is such that } (\sigma, q_1, \ldots, q_m, q) \in \Delta \\
\bot & \text{if no such } q \in Q \text{ exists} 
\end{cases}
\]  

(5)

where \(\bot\) is the special absorption state, a state in \(Q - F\) which is not used in \(\Delta\).

The result of the operation of \(A\) on a tree \(t\) is denoted as \(A(t)\) and defined recursively:

\[
A(t) = \begin{cases} 
\delta_0(\sigma) & \text{if } t = \sigma \in \Sigma \\
\delta_m(\sigma, A(t_1), \ldots, A(t_m)) & \text{if } t = \sigma(t_1 \ldots t_m) \in T_{\Sigma} - \Sigma 
\end{cases}
\]  

(6)

The language accepted at state \(q\) in an automaton \(A\) is the set of trees such that \(A(t)\) returns \(q\),

\[
L_A(q) = \{ t \in T_{\Sigma} : A(t) = q \},
\]  

(7)

and the language accepted by the whole automaton \(A\) is the sum of the languages accepted by all its final states:

\[
L(A) = \bigcup_{q \in F} L_A(q).
\]  

(8)

A state \(q\) such that \(L_A(q) = \emptyset\) is unreachable. Unreachable states can be safely removed from the automaton and, in the following, DTA will be assumed to have no unreachable states and therefore \(|L_A(q)| > 0\) for all \(q \in Q\).

In a DTA, the languages \(L_A(q)\) play the role of the left languages \(\bar{L}(q)\) in a DFA: in both cases, \(q\) is the output obtained when the automaton operates on the trees or strings in the language and, for different states \(p\) and \(q\), the accepted languages are disjoint. Is is also possible to define the analogous to the right languages, denoted here with \(R_A(q)\), as follows:

\[
R_A(q) = \{ t \in T^\#_{\Sigma} : A(t\#s) \in F \text{ for all } s \in L_A(q) \}
\]  

(9)

where \(T^\#_{\Sigma}\) is the language of trees over \(\Sigma \cup \{\#\}\) such that they have exactly one node with label \(#\), this node is a leaf and \(t\#s\) represents the tree in \(T_{\Sigma}\) that is obtained after replacing the node labeled \(#\) with the subtree \(s\). ¹ As happens with the right languages \(\bar{L}\) in a DFA, equivalent states in a DTA have identical languages \(R_A(q)\) (Sakakibara, 1992). A state \(q\) such that \(R_A(q) = \emptyset\) is useless.

¹The replacement of the “pointed border node” (Nivat and Podelski, 1997) can be seen as a generalization for trees of string concatenation.
A DTA $A$ is acyclic iff $A(t) = A(s)$ with $s \in \text{sub}(t)$ implies $s = t$ or $A(t) = \perp$.

We also define the fanout of a state $q \in Q$ as

$$\text{fanout}(q) = \{(\sigma, i_1, \ldots, i_m, j, n) \in \Delta \times \mathbb{N} : n \leq m \wedge i_n = q\}$$

and its fanin as

$$\text{fanin}(q) = \{(\sigma, i_1, \ldots, i_m, j) \in \Delta : j = q\}.$$

The minimal automaton $A_{\text{min}}$ is the smallest among all DTA (with no unreachable states) accepting the same language:

$$A_{\text{min}} = \arg\min_{B: L(B) = L(A)}(|B|)$$

There is only one minimal (up to isomorphisms) DTA accepting the language $L(A)$ and it can be obtained by merging pairs of equivalent states in $A$ (Carrasco et al., 2007). Two states $p$ and $q$ are equivalent ($p \equiv q$) iff $R_A(p) = R_A(q)$. This equivalence relation is a congruence (Brainerd, 1968), that is, all pairs of equivalent states $(p, q)$ are both final or both non-final, and they are freely interchangeable as source states in any transition:

1. $p \in F$ iff $q \in F$ and
2. for all $m > 0$, for all $k \leq m$ and for all $(\sigma, i_1, \ldots, i_m) \in \Sigma \times Q^m$:

$$\delta_m(\sigma, i_1, \ldots, i_{k-1}, q, i_{k+1}, \ldots, i_m) \equiv \delta_m(\sigma, i_1, \ldots, i_{k-1}, q, i_{k+1}, \ldots, i_m)$$

In a minimal DTA, each equivalence class contains a single state, i.e., all pairs of states are inequivalent. Furthermore, $|R_A(q)| > 0$ for all states $q \neq \perp$.

A DTA $A$ proper iff for no $q \in Q$ both $R_A(q)$ and $L_A(q)$ contain more than one tree. If $A$ is proper, the minimal proper DTA equivalent to $A$ can be obtained by merging pairs of pseudo-equivalent states. Two states $p$ and $q$ in a proper DTA are pseudo-equivalent ($p \simeq q$) iff they are equivalent and $R_A(p)$ contains at most one tree, that is,

$$p \simeq q \iff R_A(p) = R_A(q) \wedge |R_A(q)| \leq 1.$$

Pseudo-equivalence is also an equivalence relation, so it partitions $Q$ into equivalence classes. In a pseudo-minimal automaton, there is only one state in each class. Of course, pseudo-minimal DTA are usually larger than the equivalent minimal DTA.

For instance, let $A = (Q, \Sigma, \Delta, F)$ such that $Q = \{q_1, q_2, q_3\}$, $\Sigma = \{a, b\}$, $\Delta = \{(a, q_1), (b, q_2), (a, q_1, q_1, q_3), (a, q_1, q_2, q_3), (a, q_2, q_1, q_3) (a, q_2, q_2, q_3)\}$ and $F = \{q_3\}$. This DTA is proper, because the languages $L_A(q_1) = \{a\}$, $L_A(q_2) = \{b\}$ and $R_A(q_3) = \{\#\}$ contain a single tree. However, the minimal equivalent DTA $A_{\text{min}} = (Q_{\text{min}}, \Sigma, \Delta_{\text{min}}, F_{\text{min}})$ with $Q_{\text{min}} = \{q_1, q_3\}$, $\Delta_{\text{min}} = \{(a, q_1), (b, q_1), (a, q_1, q_1, q_3)\}$ and $F_{\text{min}} = \{q_3\}$ is not proper because both $L_{A_{\text{min}}}(q_1) = \{a, b\}$ and $R_{A_{\text{min}}}(q_1) = \{a(#a), a(#b), a(a#), a(b#)\}$ contain more than one tree. Indeed, $q_1$ and $q_2$ are not pseudo-equivalent in $A$ as $R_A(q_1) = R_A(q_2) = \{a(#a), a(#b), a(a#), a(b#)\}$ contains more than one tree.
4 Incremental Construction of Pseudo-minimal DTA

A traditional approach to build a minimal automaton recognizing a set of elements is to use a simple method for constructing a non-minimal automaton, and then minimize it. The disadvantage of this procedure is that the size of the intermediate, non-minimal automaton can be large. To alleviate this problem, incremental methods have been developed so that one element is added to the language of the minimal automaton, and then the automaton is minimized again. Since the addition modifies only a small fraction of the whole machine, the minimization can be local, acting only on those parts that have changed. The incremental construction of minimal DFAs has been addressed in a number of papers (Daciuk et al., 2000; Aoe et al., 1992; Revuz, 2000; Ciura and Deorowicz, 2001), and also some useful extensions (Carrasco and Forcada, 2002; Daciuk, 2004). The incremental construction of pseudo-minimal DFAs has been also addressed before (Daciuk et al., 2006).

For minimal DTAs, incremental construction has been described in (Carrasco et al., 2008) and is succinctly presented below. Figure 1 shows the main procedure to obtain a minimal DTA $A'$ which accepts a tree $t$ in addition to the language accepted by the input DTA $A$. In this procedure, $\Theta$ represents the set of states that are sources of transitions whose target is a new state, i.e. a state that belongs to $Q^+ - Q$, and the register $R$ contains some of the states which remain mutually inequivalent after the modifications in the DTA.

1: function AddTree($A, t$)  
2: $(A^+, \Theta) \leftarrow \text{split}(A, t)$;  
3: $F \leftarrow F \cup \{A^+(t)\}$; $\Theta \leftarrow \Theta \cup \{A^+(t)\}$;  
4: $R \leftarrow Q^+ - \{A^+(s) : s \in \text{sub}(t)\}$;  
5: return $(A') \leftarrow \text{minim}(A^+, R, \Theta)$;

Figure 1: Main procedure for the addition of a tree $t$ to an minimal DTA $A$ resulting in a new minimal automaton $A'$ with $L(A') = L(A) \cup \{t\}$.

The procedure starts with a call to function $\text{split}$, shown in figure 2, which creates the product DTA (Carrasco et al., 2008). When this recursive function is called with input $A$ (a minimal DTA) and $t$ (a tree), it returns a DTA $A^+$ such that $L(A^+) = L(A)$ and $L_{A^+}(A^+(t)) = \{t\}$. After the recursive calls with the subtrees as input are finished, if there is already a single transition leading to $A^+(t)$ then, the tree is simply traversed. Otherwise, if $q = A^+(t)$ is the absorption state a new target state is created and, if $q \neq \bot$, then $q$ is cloned. Cloning the state $q$ means that a new state $n$ is created and suitable transitions with source $n$ are added to $\Delta^+$ so that $n$ is equivalent to $q$. Finally, source states of modified transitions are stored in $\Theta$.

Note that, if $A$ is a proper DTA, the DTA $A^+$ obtained after these steps remains proper. On the one hand, all states $n = A^+(s)$ which are the output when $A^+$ operates on $s \in \text{sub}(t)$ satisfy $|L_A(n)| = 1$; on the other hand, the only relevant effect on the unvisited states $q$ comes from the modification by $\text{split}$ of the output.
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1: function split(A, t = σ(t₁, ..., tₘ));
2: Θ ← ∅;
3: for k ← 1...m do
4: (A, θ) ← split(A, tₖ);
5: qₖ ← A(tₖ); Θ ← Θ ∪ θ;
6: q ← δₘ(σ, q₁, ..., qₘ);
7: if |fanin(q)| ≠ 1 then
8: Add a new state n to Q;
9: else if |fanin(q)| = 0 then
10: ∆ ← ∆ ∪ {(σ, q₁, ..., qₘ, n)};
11: else
12: A ← clone(A, q, n);
13: ∆ ← ∆ − {(σ, q₁, ..., qₘ, q)} ∪ {(σ, q₁, ..., qₘ, n)};
14: Θ ← Θ ∪ {q₁, ..., qₘ};
15: return (A, Θ);

Figure 2: Function split returning a new automaton A† with L(A†) = L(A) ∪ {t} and an auxiliary set Θ (see text for details).

of some transitions (as cloning only modifies Rₐ(n) for new states n) which cannot increase |Lₐ(q)| or |Rₐ,q(n)|.

1: function minim(A, R, Θ);
2: Ω ← TopologicalSort(Q − R);
3: while Ω ≠ ∅ do
4: n ← pop(Ω); τ ← (σ, q₁, ..., qₘ, n);
5: q ← findEquiv(A, R, Θ, n);
6: if q ≠ n then
7: ∆ ← ∆ − (σ, q₁, ..., qₘ, n) ∪ (σ, q₁, ..., qₘ, q);
8: Remove n from Q, F, δ, and Θ;
9: Θ ← Θ ∪ {q₁, ..., qₘ};
10: else
11: R ← R ∪ {n};
12: return A;

Figure 3: Function minim performing local minimization. States in the already minimized part of A are in R. Θ holds states that have changed their suite of outgoing transitions.

After split, function minim (figure 3) performs the local minimization. States are considered in reverse order of their processing by function split by taking states from a stack Ω which, in a practical implementation, can be computed inside function split. For every state n popped from Ω, function findEquiv returns a state q ∈ R equivalent to n (or n, if such state does not exist). In the first case, q replaces n and in the second one n is added to the register R.
Function \texttt{findEquiv} uses the register \( R \) and the set \( \Theta \) for efficiency: details on its implementation can be found in (Carrasco et al., 2007).

According to equation (14), in order to implement the construction of pseudo-minimal instead of minimal DTAs, we need to replace line 5 in function \texttt{minim} with

\begin{align*}
\text{5: If } |R_A(q)| \leq 1 \text{ then } q \leftarrow \text{findEquiv}(A, R, \Theta, n) \text{ else } q \leftarrow n;
\end{align*}

and this predicate can be computed in acyclic DTAs as follows

\begin{equation}
|R_A(q)| \leq 1 \equiv \begin{cases} 
\text{true} & \text{if } \text{fanout}(q) = 0 \\
\text{false} & \text{if } \text{fanout}(q) > 1 \\
\text{false} & \text{if } \text{fanout}(q) = 1 \land q \in F \\
|R_A(j)| \leq 1 \land \forall_{k \neq n}|L_A(i_k)| \leq 1 & \text{otherwise, with } \text{fanout}(q) = \{(\sigma, i_1, \ldots, i_m, j, n)\}
\end{cases}
\end{equation}

where \(|L_A(q)| \leq 1| \) can be computed for \( q \neq \bot \) as

\begin{equation}
|L_A(q)| \leq 1 \equiv \begin{cases} 
\text{false} & \text{if } \text{fanin}(q) > 1 \\
\forall_k|L_A(i_k)| \leq 1 & \text{if } \text{fanin}(q) = 1 \text{ with } (\sigma, i_1, \ldots, i_m, q) \in \Delta
\end{cases}
\end{equation}

With this additional computation, the DTA \( A' \) obtained using the incremental construction algorithm accepts \( L(A') = L(A) \cup \{t\} \), remains proper and pseudo-minimal. The method be easily modified Carrasco et al. (2008) to deal with the removal of trees.

5 Identification of Proper Transitions

The procedure outlined in the previous section leads to a pseudo-minimal automaton. However, in order to implement arbitrary perfect hashing, proper transitions need to be identified. For the sake of simplicity we will assume that all trees are descendants of a super-root node labeled \( \lambda \) (the equivalent of the end-of-string marker in DFAs), the DTA contains a single accepting state \( \Lambda \) and \( \Delta \) includes a transition \((\lambda, q, \Lambda)\) for all \( q \in F \). Clearly, \( R_A(\lambda) = \{\#\} \) and \( A(\lambda(t)) = \Lambda \) iff \( t \in L(A) \).

With this convention, we can select a proper transition for every \( t \in L(A) \). Indeed, it is not difficult to show that for every \( t \in L(A) \) there is at least one transition \( \tau = (\sigma, i_1, \ldots, i_m, j) \in \Delta \) such that \( \tau \) is used when \( A \) operates on \( t \), \(|R_A(j)| = 1 \) and either \( m = 0 \) or there is \( k < m \) such that \(|R_A(i_k)| > 1 \). If we select such a transition as the proper transition for \( t \), when new trees are added, this transition (or a cloned one) will remain proper for \( t \) in the resulting DTA.

Note that such a transition always exists. As \(|R_A(\lambda)| = 1 \), there is either a subtree \( s = (s_1 \cdots s_m) \in \text{sub}(t) \) with \( m > 0 \) such that \( \tau = (\sigma, A(s_1), \ldots, A(s_m), A(s)) \) satisfies \(|R_A(A(s))| = 1 \) and \(|R_A(A(s_k))| > 1 \) for some \( k < m \) or there is a leaf \((\sigma, A(\sigma)) \) with \(|R_A(A(\sigma))| = 1 \). Therefore, whenever a new tree \( t \) is added through the incremental algorithm, it is always possible to find such a transition for \( t \).
also that a proper transition in $A$ for a tree $s \neq t$ will either remain proper in $A'$ (if states are unvisited) or will be cloned (and the cloned transition is less used, so it is suitable as proper transition for $s$).

Finally, local pseudo-minimization only considers those states $q$ such that $|R_A(q)| = 1$ and thus, a transition $(\sigma, i_1, \ldots, i_m, j)$ of the type selected, with $|R_A(i_k)| > 1$, will not be merged.

Function $\text{split}$ will create state $\Lambda$ for the first tree added to an automaton recognizing the empty language, and the hash code will be put on the transition labeled with $\lambda$. For every subsequent tree $t$, function $\text{split}$ will create a clone $\Lambda'$ of $\Lambda$, which will then be merged with $\Lambda$. Pseudo-minimization may result in more mergers. As transitions leading from the last merged state $q$ are not proper, the hash code for $t$ will be put on a transition $\tau = (\sigma, p_1, \ldots, p_m, q), \forall 0 \leq i \leq m, p_i \in \text{sub}(t)$.

If now $|\text{fanin}(q)| = 2$, transitions above $q$ will no longer be proper, and a hash code written on one of them has to be moved onto the other transition leading to $q$. If $|\text{fanin}(q)| > 2$, transitions above $q$ were not proper before the merger.

6 Conclusions

We have presented a method to implement perfect hashing on trees using bottom-up deterministic tree automata. Instead of using minimal DTAs —as in (Daciuk, 2007)—, this method uses pseudo-minimal automata which, at the cost of a size increase, can implement arbitrary hashing. The algorithm presented in (Carrasco et al., 2008) has been adapted for the incremental construction of pseudo-minimal DTAs and, from this construction, a procedure to identify the proper elements has been deduced. We plan to compare the performance of this method with that of methods using unminimized DTA.
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